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Abstract
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Intreduction

The following report introduces the reader to a category
of visual descriptions that, by virtue of their simplicity and
elegance, may represent a major step in vision research, First
attempts at descriptive formalisms almost unerringly produce
systems that bog down in their own generality and apparent power;
restrictions to classes of objects are viewed as a compromise
of reality in its evasive detail. Unfortunately this leads to
the eventual mapping out of important structural information
from the aspiring formalism and, hence, a need for other power=
ful proceedures for recovering this loss,

This presentation is of a simple, specific structural
descriptive formalism which will hopefully convince the reader
of the existence of other descriptions of the same flaver and
disposition. This particualr type of description has been con-
sidered by others, notably J.M. Hollerbach and G.J. Agin (Stan~
ford); the fact that this work proceeded indendently of the
above can be offered as evidence for the ripeness and importance
of these ideas.

This Vision Flash reproduces a portion of my term paper
for 181436J=61544J (Minsky, Papert). The reader will notice that
roughly the first 20 paragraphs plus all three appendices are
missing=since these paragraphs were of an expository=-introduct-
ory nature (intended for those totally unfamiliar with vision
research), The appendices, on the other hand, were of a more
technical nature and were judged auxilliary to the main point
of the paper. |

In reading this report it is suggested that paragraphs
22-25 not be taken seriously since they deal with a, hopefully,
minimally functional aspect of the visual system. Paragraphs
26-34 present a paradigm of a type of description that appears to
be of considerable importance in vision reseesch.



7e The major theme of this paper is that:

a), complex visual descriptions are built from a
small number of prlmltive shapes, using a very

-+ small number of simple constructions

b), these primitive shapes are used as a kind of
indexing system by which the highelevel des-
criptions are accessed

c), when people view a scene they recognize these
primitive shapes, and perhaps clues about the
possible construction, thus conditionally recog-
nizing the object via the indexing system

.d), the primary process of visual recognition is
description verification rather than description
building folbwed by pattern matching (that is,
the primitive shapes access a description via the
indexing which results in verification or further

J accessing-perhaps using a kind of Winston semantic

memory as well as the primary indexing)

e), typically people have sufficient reason to access
a description prior to viewing, or soon thereafter,
which allows them to rapidly verify the correspone
dence between and description, Thus a tecognition
is made wherein the feeling of "seeing everything"
is actually a feeling of Yhaving accessed the
correct description"

f), people have a”very good understanding of the
3edimensional consequences of their descriptions
and find it quite difficult to locate objects
unless they can understand "what they look like"

g)» this understanding is partly built into the
structure of the construction and partly due to
a sort of inﬁernal model of the object'

h), therefore "seeing" is "“recognizing".



10, «The-simplest form of visual perception is verification-
simple both in terms of computational complexity and time requirem
ments. Let us 111ustrate this point somewhat:

Suppose we have a husband coming home after his wife has
retired for the night. Though he is interested in knowing whether
she is indeed in bed, but fearing to turn on the-light, he looks
at the white pillow and sees a'dark. undefined profile. Since this
is where his wife usually 1is, and since he saw what he expected to
see, he concludes’that‘he has "seen that his wife is in bed',
Although there are imaginatively many possible things that could
have caused him to be deceiVed'in‘this Judgement, he stands firm
in his convietion. _

Here the verification proceedure is very simple: if feature
f, is preseqﬁ.'teturn T, otherwise NIL.

20, In general any object can be adequately represented as
a line drawing where the lines are indications of certain features
that we want to emphasizes:r o mmnlazery

a), boundaries of maximun contrast form lines

b), color ehanges create lines

c),,edge and roof effects form lines

. d), shadows cause lines. :
Lines are natural repreaentationa for objeets 1n that they allow
for a great deal of simplicity.and translate into reasonable vise
ual detection programs (line finders etc.)

21, It is usually aasumed that peOplc employ a sophisticated
proceedure for: recognizing objects ainco thoy ean fdentify many
different objects as examplos of a single description. For example
Figure 2L+l is Adentified as a. box even though it has a protruding
1lid:

FiG., 21.1

-



We conjecture, and this is paerhaps one of the main points of the
paper, that people have a built in mechanism for approximation
via certain pseudo=collinearity heuristics and the like., Also
some characteristics of an object are ignogaddduring the recognition
phase,

Line drawings (and their close relatives to be discussed)
can be an appropriate vehicle for this type of behaviour., Therefore
we will now begin a presentation of a formalism for shape description.

22, (Suggestion: do not get discouraged by the next few sections
as they contain the low level shape primitives) First we have the
~ definition of a line as follows:

L=(n (L1=') F’].’FZ_F3_ “‘2))

n is the line number, for use in other constructions
Llc(vl.vz) which are the initial and final vertices of the
line L
Fl is a feature indicating either a straight line or a
curved line, Here we have several attractive possibilities:
Fl can be an ordinary straight line which need only be
realized in an actual visual scene as an approximation
to a straight line (i.e. a wavy line). Denoted by 'S*
Ffl can be an exact straight line, In other words L has
to be straight to within a pree-determined tolerance,
Denoted by 'st?, . |
F1 can indicate a curved line in several ways. Though
people have the general feeling that they have a great
deal of sophistication with respect to curved lines,
experience indicates that only a small number of
curved line types are distinguishable, That 1s, even
with circles only a few radil are outstanding; and al-
most all nonecircles can be satisfactorally approx-
imated by a sequence of circle arcs. Thus the following



1}
formalism:

if Fl is a circle we write

F1-(C,r.t1) where C indicates a circle and r

either singles out one of the pree-determined radii
or is equal to the atom '?' which allows the line
to be a circle of any radius, flt”x” or Yy® for
convex or concave with the obvious line orientation,
if F; is a non=circle ve write

Fl‘(N, ng (rl.frl.fl).....(r .fr .f )) where

N indicates none-circle, Ll gives the line oriente
ation (Typically the line orientation is the order
in which the vertices appear in the line def-
inition; but we may want to change that here),
rl.ia the radius indicator for the first circle
in the sequence as above, fri is the approximate
fraction of arcelength for the first circle in the
sequence (which can be equal to the atom °?!),
fl is as above, and the remaining-elements are
the members of the sequence (n in all). Thus the
third through the n+3™¥ 1ist elements are the
circles in the approximation,
Fz is a feature indicating line equalities (within a tolctlnecé)
Fo#(E, »RyLyseoe R L)
Ei indicates that all lines labelled E1 have the same
distance’ between their vertices
EP ‘indicates that all lines labelled Eg have the same

i
length along their paths

1ndicates that the Iength ot LL (>) the l.angth of L,
ri ihdicates that rilLl }Lll. (along their paths)
Fy is a teature 1ndicat1n3 parallel linol (within an approximation)
F, = Pi or PP



P1 indicates that all lines so labelled are s,t.
’the straight lines connecting their vertices are
- parallel,

,Pp indicates that all lines so labelled are par-
allel along their paths,

Example:

Lz-a list of angle specifications, Each element of this list
has the format:
(LiAi) which indicates that the angle between the
line L, and L is A; degrees » (within an approxie-
mation), Or A, can be RA, where R= and ine
dicates that the angle is less than or greater
than, ‘
23, Now we can present the general definition of a line drawe
ing description. |
- oot a? @)
: L} is the list of lines
12 1s the list of sharp corner vertices (here we
assume that we do not want sharp corners unless we
specify them).
R1 is the list of lines that constttute an opaque surface
type. .
. Rl.((Ll""Ln)(s))
. where Ll""'lh are the lines. ‘defining the region
and S is either "concave" or “convex', We feel
that surface types need not be very complex since
people are outstandingly poor at describing them,
We hope that the final recognition routine will
be able to allow this specification to work nate
urallye.
Rl-“implted" which means that the surface is curved
the way that its defining lines indicate,
For example, suppose we have the three regions
shown in Figure 23.1, and we attach them as in-
dicated, Then we will set the profiles .in Figure 23,2,

—
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Thus R, is convex (i.e, comes up out of the page)..
1f Rye Ry R3s R, were as in Figure 23,3, the pro-
files would be given by Figure 23,4, where R; and
R3 are convex at one end and flat at the other,

24, Once we have the possibilty of line descriptions we pote
entially have the power tp provide -a representaion for any specific
object we would want to identify, However, it would be inconvenient
to be required to spell out in detail every line of every description
even though the one we want is a simple combination of descriptions
already available,
' For this pdrpose we need a series of subroutines with the
following capabilities: <

1, Given Dl‘ D2 attach them along given lines;

24 given D;,D, attach them at given surfaces;

3., given Dl.D2 attach a given line of-Di to a given

surface of Dbz ' o
4, givem Dl.Dzvattach them at given points; and
5. given DI.DQ attach a given point of Dl to a given line
or surface of Dzo
Towards these ends one of these routines has been conceived;
namely, to accomplishlil., : this routine is called ATTACH, and the
details are given in Appendix 11. Essentially what this subroutine
does is to disjointify copies of the same decription, if necessary,
and append them along the appropriate lines; the bulk of the compe
utation is disjointification and the correct propagation of the
features of the identified lines,
For example:s



We want to attach anothier copy of nl to this Dl' say we want
to identify line L3 of the first copy with line Ll of the second
copye. First wve disjointify:

D.?n L& L;E, 'p‘ls LVE‘

Ly &) TN

Now we attach Di to Di bylidcntifying 23 with Z&. We get:

L& 5‘
Ly

GLWE
The notation used to acc.:ompush this is:

(lmb“(xoY)'(ATTACH(XLaoYLl )) (Dl ’ Dl )
We can attach more than two descriptions with the same call; for

instance: , L
(Lambda(x,y,z) (ATTACH(YLa oxLl )(le OYL4) (szlo"La) )(Dl ’ Dl ’ Dl )
where D, is a square produces the familiar ob-l.'iqug view of a cube:

L,E, P’ ‘ | .
D= g . 4

& &P




25, At this juncture we Yeach a sort of theoretical dilemmas
we find that very few objects with which we are visually fame
iliar are, seemingly, represented by complex lists of lines and
relations between them; yet when ws:are pressed further and further
towards the primitives of our visual world, we find that lines
(representing contrasts, edges, etc.,) are the only means for des-
cription, :

We also find the great difficulty for people to deal with Test
E, which requested the aubjoct to decipher a line description of
the type mentioned in Section 24, However, in this case it is dife
ficult to shift the blame from the shoulders of possible internal
representations: -that is, very little visual knowledge appears to
be organized into sentences (or schematics), and when presented
with such a'déocriptlono we are forced to translate it into a suite
able internal representation before we can 'understand'! the obe
Ject. (Remark: subjects were observed drawing the figure in the air
with their fingers; some asked to be allowed to draw it,)

- The solution seems to be. to introduced cortainxﬁcompiled'
primitive descriptions and a set of construction mechanisms for
building with them; we have already seen the first of these mech-
anisms in the ATTACH group of Section 24, Next we will extend them
and begin to supply a set of modifiers for the descriptions,

26. There is an extremely important group of constructions for
objects, of which Hollerbach's projective approach is, perhaps, a
apecial case; we have chosen to call them ﬁsuspensions" due to their
similarity to certain topological constructions.

We have notized that, when asked, pooble agree that the essence
of a cylinder is a circle: that if we slice a cylinder perpen-
dicular to its axis, the cross section is a circle. Similarly,
the essence of a box is a rectangle. In fact this is basically
the foundation for the claim that the projective approach is natural,

However, this naturality, though genuine, . is not expressed
in its most general terms. For example, .a cone is again based on



a circle in a simple manner,~as is a tetrahedron on a square.
Furthermore, if we slice off the top of a cone and look at the
remainder, we are still left with the essential "circleness',
Thus we can proceed to give the 0':h order approximation to
the definition of a suspension:
Pefinitions Let D;,D, be two descriptions such that D;,D,
are homeomorphic to the unit square (in suitable topologies),
then Susp(D,.D,) is the following object:
Dl is one face, D2 is the opposite face, and the middle
is ¥illed in' in the simplest manner,
Unfortunately this definition leaves quite a bit to the imagination,
and, admittedly, much needs to be worked out to complete the
definition. We will attaempt to make the intention of .the definttion
clear via examples: :
Example 1« Susp(circle,circle)=cylinder

Example 2. Susp(point,circle)=cone
Example 3. Susp(point,square)stetraheron-

m 4, Susp(rectangle.rect.anglo);bcx' or block

Example 5.- Susp(circle, .eirclez)ﬂ cone. with the top
sliced off, vdim(eirclel-)Ldi.am('ctrgloz)

Exsmple 6. Susp(square,triangle)s Ny

Sometimes it hight be useful to have some additional notation or
footnote to a suspension. For instance, a cube is an example of
a special suspension of two squares., But if vemtoc ,

Susp(square,square)

i

we would not know, first of all, that the tirit_: sqmo is the



same as the second square, We could either write the desired
description as

(lambda(x)(Susp(x,x))(square) or as
Susps(square) where 'Susps’ denotes a self=-suspension
The first notation is more general and adaptable, so we choose it.
However, even 1, loses, since:it describes a box with square
ends, not necessarily a cube, We could add the proper notation:

(lambda(xXKSuop(x;x))(squarc)(all El)

which means that all construction lines used to fill out the des-
cription have the notation 'E,' attached, where E; is the length
notation required for the sides of the squares.

For the sake of some generality we can modify the notation "

tos

(1ambda(x))(8uap(le.x))(squaro) which points
out that the equality featiire is inherited from the first description
We now list a set of further modifications to this notation.
A. When we say Susp(square,square) we think of the situation:

Y

rather thani

ors




We could state which vertices of the first description are closer
to the plane of the second, or we could use the deviance from the
perpendicular of the descriptions from the axis between them, as
well as the torsion away from the "normal® position.
Be Given two descriptions in the- aulpmton we might to ine
dicate which is larger:
Su-p(D ¢D, ) or Susp(x.y)(bléb )
(Notes (lambda (x) )(Susp(xal X)) (square )=Susp( squareE; =square)
C. Suppose wewnt to describe the tou.wlngc

(-
LY
*

- @ . or 2 i

A natural way might be:
1le Susp(point,circle,point)
2. Susp(eirele.polnt.circle.point.ctrcle)
or perhaps:
(umwa(x.y))(Suup(x.y.x.y.x))(circle.potnt)
De Finally wve might want to dncribe: : S

Here we would want aepataée -descriptors for the individual
filler lines which could be appended to the suspension it=
self, Or we might want to be able to make .statements about
the shape of the profiles (with symmetry modifiers).

More on suspensions will be said later. s



26,1 We can give a precise maghematical representation of
the notion of a suspension as it now stands:
finition: Let Dl.D2 be two descriptions as above, lLet
Di.Di be realizations of them in threeedimensional Euclideazn
space such that the best approximating planes are parallel.
VY point, x, in D{ and vopoint, vy, in DZ' let L X,y be the ser
of points in the straight line joining x and y, lLet
LﬂU(Lx’y) over all such x, y. Then the Euclidean realization

of Suap(Dl.Dz) is given by the points D} U D} U L.

27, We are now ready to begin discussing perhaps the most im-~
portant of our descriptive notions, the skeleton. Now we want to
be careful not to confuse this with the skeltal pairs of Calabi

and Hartnett. They have developed a mathematical theory of skeletal
pairs which extends the approach of Blum (236 partially explored %3
Krakauer), Very informally, & skeletal pair is a pair (S,q) wher=

S is a set, called the skelton, and q is a map, called the quench
function, Given a set A, its skeleton S consists of those points, x,
in A such that the minimum distance from x to the complement of

A, K. occurs at two points. .In other words, let y be one of the
points in A such that no other point in A is closer to x than ¥e

if y is not unique, then x¢S, The quench function, q, is merely this
minimum distance map. Calabi has shown:

Definitions Let A be any set. The Cogvg; Hull of A (denotaﬁ
CH(A)) is the smallest convex set containing A.

Definition: Let A be any set. The ngVeganéficiencx of A
(denoted by CD(A)) is the set A=CH(A) (or CH(A)/A).

Theorem: A and A! have the same skeletal pair iff they have the
same convex deficiency.

Theorem: Let (S,q) be a skelétal pair. Then the interior



of S is empty.

Examples of Calabi Skeleting:

S=

(Note: this example illustrates our informal presentdtiona
actually S is empty here, but this fact does nott effect us,
Furthermore, the skeleton of a set is empty iff its convex
deficiency is.), .

A=

S= ) e



S=

Montanari has developed distance algorithms that compute Calabi
skeletons of gray-scale pictures, but here we want to diverge,
The notion of skeleton we want is simpler, but not as precise.

Examples:

N ? j



S= ¢ or empty

Y
I

S=

- K

The Oth'order approximation to the definition of a skeleton is:
Definition:s Let A be any set. If A ‘can be approximated' by
a set of 'long, thin cylinders', let S be the set of center
lines of them, Otherwise S is empty, We stipulate that these
approximations be from within the set when possible,

Exactly how such approximations are to be specified is not clear

at this points perhaps it is best towgive«arqecond. motivational

definition of the concept: \ : ;
Definjtion: Let A be any set, Then the set of. “eye scang"
of A is the skeleton of A,

However, no matter what method is decided upon for the computation

of skeleta, it should be flexible enough to allow us tb,oxpact both

of these interpretations:

-—



as k_—:«

With the former being preferred.

But if A= P

then we might want the preferenee«tb“bé*id@efuod.
In any case, & suitable computauioﬁdl;détiﬁition of skeleton nedds
to (and we believe can be) decided: upon to capture our tneuittvo
notion of it, '
For now we will only cancern oursetvca with the naturality
of skeleta and their uses.rff‘ - L
First consider Tests ‘D and G in Appendix 111: every cubject
located the "X" immediately. vhich would seem to indicate that
people have a natural skeleton mechanism..Likewise, the "K* in
the second test was rapidly located even though a key section of
- it was obscured, Also peoples! ability to read unusual styles of
script points out that this notion is reasonable. |

28, Now we return to suspensions, which can be. generalized



quite a bit now that skeleta-have been introduced,

Sometimes we might want to define an object in terms of a
skeleton but with a certain quench function. Often this function
can be adequately described by means of a suspension, For example,
suppose we want to describe the object in Test I.c. Clearly it
is both a "U" and a cylinder. Thus: | -

(E:ffj. -(lambdé(x))(Suspéskol("U”).x;x))(eircle)

‘ZV_/-:‘ '_(lambda(x))(S@p(:kol("-\,-'_'.-):,x,x))(drgl,)

(lambda(x))(Susp(skel(line),x,x))(skel(" L") is a-doieription of

and of

And (lambda(x))(Susp(skel(circle)x,x))(circle) is a doughnut |
 Thus the general form of a suspension is:
((lambda(xl,.;..xn))(Susp(skol(Sl).xll,fl.Ax,xiz.Az.torl.skel(sz)...

vee .xij OA‘]_j::org!':l )) (.Dl sese .Dn) )(le 'RI .sz sece .qu‘ flll.q..x )

‘-Jq+l

vhere s1 are skeleta N A
Dt are planar decript;ons,
Ri are lensth relations



tizarelbngth relationsuson the suspension lines (we are reférring
to the length along the center lines of the sleleta)

And f, #empty implies f is empty, j odd,
Y - 14

Ai are the angles bteween the plane of the description and
‘the center line of the skeleton,
t_or:’i are the torsions of the suspension lines,

(Note: we havéungg adqieséed the considerations in Section 26, D.)

For examplex;{ :
(1ambda(x))(Susp(skel(line).x.45°.x.90°.45°))(square)

is a twisted box with the front tilted back 45°,
In general default values will be the obvious ones,

(lambda(x))(Susp(skel(lino).xﬁgl.x.45°))(square) is a simple
twisted cube, :

(lambda(x))(Susp(skel(lino).x,&So.x))(square) is

LT

(lambda(x))(Susp(skel("U"),x,x))(square) is

However, even though we have a great deal of power and generality,
most uses of suspension and skeleta will only exploit.a small
fraction of this power, and we will often drop many of these fea-
tures. (We can 1nd1catelthese normally. dropped features as pro-
perties of the dummy variables of the suspension, which can bde

left empty, Thus we cgn‘ulter the general form of the suspension to:



((lambda(x,_. o0 .xn))(Sui'b(skol(Sl ).xil oxizoﬂk.l(sz)o o))

(Dl.....Dn)(Djl.Rg.njz'...'qu.kj'njq-pl)

where everything is as above and
prop(xl)-fl
prop(x,)=f,
prop(fl)qu A
ﬁrOp(Al)-tor1 etC.
We also allow the final list to be dropped.)

- 284} We can, if we want, add some modifiers to a suspension,
the effect being to emphasize either the skeleton or the base
descriptions (the D, above). So suppose we havea:

D=(lambda(x))(Susp(skel(line),x,x))(ciréle)

Then Long(D) implies that skel(line) is the dominant feature,
While Short(D) implies that ‘tircle is important, and that
skel(line) is indeed short,

Likewise these modifiers can be applied to other constructions;
perhaps some otherssshould be added to this list,

29, A further means of construction is the Rotation, whose
usefulness has not yet been determined except as a shorthand for
certain classes of suspensions, Suppose we hdve a planar description,

D; then we can roatate it about a pre~determined axis, For instance:

Rot(circle)=sphere

Rot(square)= '.Efff)
Rot(triangle)= j




The suspension to which-Rot(circle) corresponds is:

Lim ((lambda(x))(Susp(skcl(cirelol).x))(circloz))
diam(circlel)—?

Rot(circle)is a much better notationl

30.

inserts
ae¢
b.

Ce
de
Qe

lLastly we have the very important modifier, Hole, which
a hole into an object, The data necessary are:

which face the thole enters _

which face the hole exits (or how far into the object
the hole extends)

how big it is _

where in the entry and exit faces the hole is located
what shape the hole is, '

The final condition is easily specified by describing the hole as
4f it were a solid object (i.e. the hole could be cylindrical)
and by noting which regions are invisible (the "hole" part).

Thus we have: |

HOIQ(DI .DZ'FI .FZ.Size.Locl .LOC2)

where Dl is the object description

D, is the hole descriptions -(D’RI'RZ) «D is the doscttptim
and RI'RZ are the invisible regions of D

F; is the entry face in D; (Rl 4is in Fl)

F, is the exit face (can be "opposite® when D, is a
suspension and Fl is one of the end descriptions
in the suspension) or a percentage of the distance
through the object that the-hola.oxrend:

Size is the size of the hole at the entry face (the hole
description implies the exit size)

Locl is the location of the hole in the entry face

Locz is the loeation of thn hole in the exit facoo

1f Dl is a suspension. Fl usually fcfers to one ot ‘the' end deserip-
tions; or it is “ausp" to indicace one of the suspenlion faees



(we also append, if desired, the line and the description vwhich forms
part of the éntry and exit regions. We suspect that this speci-
ficity is not useful in many cases).

Size is in terms of a percentage of the entry face (default is

slightly less than 50%) |

Locl.Locz are ‘center" by default and either simply "offcenter"
or a line(s) specification to indicate the closest line in the
face to the hole, |

Examples:
let D-(lambda(x))(Susp(skel(line).xgx))(sduatc)—

then Hole(D,D,square,opposite,nil,nil,nil) is:

7|

But Hole (D,D,square,opposite,90,nil,nil) is:

(He can drop the terminal thilst)
Let CYL=(lambda(x))(Susp(skel("U"),x,x))(circle)

then Hole(CYL,CYL,circle,opposite,90) is:

Let eylindor-(lanbda(x))(Susp(skol(line).x.x))(cifcle) |

——



Hole(cylinder,cylinder,eircle,90,90) is:

Hole(cyXinder,cylinder,susp) is:

o=

Hole(D,D, sqaure,opposite,nil,of fcenter,of fcenter) is:

&2

Notice, though, that we cannot describe with the available

maehinerys

Thus, in our formalism we must allow for the specification of
orientation of the hole and the object with respect to each other,
For now we will denote this by letting DZ-(D.ang). So that the
previous example is Hole(D, (D,45°),square,opposite)




30.1 Here are some more examples of suspensions:

(lambda(x))(Susp(skel(squdré).x,x))(square)s ‘

L

\

(lambda(x,y))(Susp(akel(line)x,y))(square,circle)

(lambda(x))(Susp(line)(x,x))(triangle)
(lambda(x.y))(Susp(skel(line)s.?))(Equare.chaﬁo)(x4y)
(lambda(x))(Susp(skel(triangle),x,x))(triangle)
Dlhﬂole(square,square)

(lambda(x,y))(Susp(skel(2L"),x,y})(D,,D; ) (x y)




31. Now we come to the topic of models, where by ‘model’ we
restrict ourselves to the notion of a knowledge pystem through which
we can obtain facts about a particular visual description not exe
 plicity mentioned in that description. For us these facts will only
be about what views we can expect an object to have, and what shape
the visible faces will have,

Since we have several types of description, we are faced with
several different problems. For instance, if we describe a cube as
12 lines, 6 faces, 8 vertices with various relations between them,
there is no obvious means of determining that, at most, three of
these faces can be visible at one time, nor can we understand how
the invisible faces are obscured (neither do we a priori know that
the 'square' faces are now parallelograms).

People have some versatility in this area, but not nearly as
much as commonly supposed. For if we were to present this same
description to a person he would be baffled (though it is really
not a fair task), But a person could do it, and, since it is one of



the basic types of description available to the machine, it will
have to do it as well, Here we would expect that our visual undere
standing system to construct a model in Ea. much as a person would
have to 'visualize' the object. It is not a trivial problem, but
certainly not insurmountable., A second obvious technique for ob-
taining the sort of information we want is to provide, as a part
of the description, a list of the.possible views, This approach
is redundant, though we may want to investigate it with respect
to the problem of abstracting descriptions from actual views of
objects,

Once the model in E™ has been determtned we can begin rotating
the object systematically to ¢ompute gome of the possible une
ique views., We need not discover all of them since the recognizer
will have access to these routines if it becomes necessary to
find a particualr one, Naturally the system must have the capability
of deciding which lines are visible and which are invisible from
a given viewpoint.

In Appendix I we have developed a fairly clever predicate
for vi;tblltey (which is perhapste only possibly elegant result
obtained). It is currently designed to work with straight line
drawinss. however the 3enera1 algorithm is cacily oxtcndabl. to
curvilinear dtawinss with a moditicnelon of an~1ntonaeetion
sﬂmmmnwok,“ S =

Thus the 5eneral strategy is to syatematieally "1magine“ the
object from various viewpoints nnd ‘note the unique views until
'we get no: new ‘views between two unique ones (a binary type search),

Hopefully we would' not be required to determine. visibility
from axatch with each nevw view. slnce we can pay attention to.
those lines that ‘are close to possible obscuring - #égtons, So
wvhen we make a comparatively small rotation o°. we can leave the
visibility flags as in the previous view and then spend time
checking the dangeroua points ' (ono hourictie might be to watch
lines partially_9bscurod_and those connected to taally obscured

3
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For example, suppose we have the view:

when we rotate counterclockwise we need onle watch lines Ll and
L, (and possibly LyL,s and Ls). '

? ugi»@r

However, very few of our deScriptions are of the line drawe
ing variety: most are structural or involve attachments of known
descriptions, Therefore we can expect that the views of some of
these structures are predictable and that, if a model is needed,
its construction is simplified by our knowledge 'of the structure
of the description (which would be a more realistic model of
human behaviour as well as being a simple solution to our problem).

32, The first example of the kind of savings we have in mind
occurs with atfchments,

Suppose that we decide to only store away visibility and
views at a small number of different angies. Now assume that we
&TTACH two objects for which these views have been datermined,
and suppose we want to determine the visibility of this compound
object at one of the stored angles, At worst we need-dnly compute
the cross+visibilities; that is we need only consider how each
object obscures the other. If we know certain‘ features about each
- and how they are attached, even this much work is unnececsary.
For example, if both objects are convex and one is on top of the



other (and we are viewing from above), we need only consider how °

the top

33.
simpler.

object hides part of the bottom object,

In the case of suspensions the situation may be much
Assume we have a typical suspension with a linear skele

eton and only two base descriptions.nl.nz. Now the views we ex-
pect are quite simple: .

a,
b,
Cy

we can see only D; unless th.'.,D1

vice versa

we can expect to see Dl' some filler faces, gnd a rear

profile of D2

vice versa _

we can expect to see the filler faces and side views of
Dl and DZ ’

=

For example, let D1°D2 = - , 7

Consider: (lambda(x))(Susp(skel(line).x.x))(Df)

Then the

..b

views are:

| Ei%j: | ete.

iAo
{ , M e e,



The reader can try drawing some views of a linear suspene
sion and see for himself how mechanical and simple it is,.

(lambda(x,y))(Susp(skel(line),x,y))(triangle,triangle)(x< ¥)
Some of the views are:

A\

. For nonelinear skeletons in a suspension we can make similar
predictions about wvisibility.
(lambda(x))(Susp(skel(”L").x.x))(aquaro)

D? L LA =

If the skeleton is nonelinear (but not a loop) then we can expect
a view where both base descriptions are visible, neither are vise
ible (depending on the skeleton), the filler lines plus. rear
profiles may be visible, and etcs The filler lines are a simple
product of the skeleton and the base descriptions.

In general our conjecture is that suspensions have a certain
modular structure for its visibilities that are somewhat indepen-
dent of the specifics of the suspension, and we need only plug
in particular modules from the suspension to obtain the. desired
information, Especially if the system has only a emall number of
skeléta for use in its suspensions, these structures are likely
to be very simple, Thus vhenever we specify a new suspension defe

inition to be put into the system, we create a set of view structure

that have certain details filled in accordding to the actual suse
pension. Some of these structures can be eliminated by the sus-



. pension, others created, :
For example, for linear suspensions we can expect these
different viewd unless D, < D, or vice versa: :

a, D/ ‘ : 'bp - D, ‘ '4' - - Cy DL
. . S

d, D‘!—-—-—iD‘

which get filled in by (lambda(x))(Susp(skel(line).x.x))(Dl) as

- shown earlier. However, in these schemes-for this example- views
b and ¢ are identical, thus we drbp one; we also notice that view
a contains a line in the rear profile of D, that is obscured, so
ve modify the views to include this new one: :

25 .

For suspensions with skel("L"), we can expact:'

[+ - -
A L side (04)
) D.' :
N . oL > : n
sdetDy) Prak L D)) Sike(R)
e .
'S
0\
| Pro & (0,)
stde(D)-side'view of D - et tndicates a corner,

prof(D)=rear profile of D



For suspensions with a loop skeleton we can expect a top,
a side, and an oblique view where the top view is the shape of
the loop, the side reflects the way the base descriptions effect
the filler lines, and the oblique view is a product of the two,

33.1 Sometimes we might not be willing to accept certain
views though they have be found to!be possible, For instance,
the following are views of a cubes

1

But since they are seen so rarely we do not readily accept them,
as was shown in Test H, Because these views can only occur for
very specific angles, this may be the correct heuristic to use
in eliminating them, ’

34, The views of a rotatation are trivial: top and bottom

views are circles, all side views are the base description.
Views need not be computed for skeleta due to the proccess

by which they are recognized, . -
Holes are essentially straightforward.

35. The final concept needed for real object recognition can
be called perspective: that is, a, how the shape.of a face is
distorted due to viewing angle, b, how classical perspective
further distorts this shape.

Thus the first part deals with the phenomenc*of foreshorte
ening and angle mutilation, while the second deals with the bee
haviour of parallel lines and varfious other leagth,distortions.

- We can,,of course, solve tha problem explicitly by performe
ing perspective projection in our models, but this requires a
great deal of abstraction from particualrs, which 1p3§tobablj
not done by people anyway. Raca{}.~a1aq, that models, thus far,



have only been used to discover the possible views of an object, -
Here we want to known things like what a square looks like from
and oblique angle., A more likely situation is that people only
understand things like "squares become parallelograms; circles
become ellipses" etc.
Thus we can allow a few rules such as this plus some classical
perspective hints like: .
a, converging lines may be parallel and are further away
closer to the convergence,
b, adjacent faces with inconsistent convergence imply sep=
arate planes and different oriéntation,
Cy, parallel lines whose length is consistent with the cone
vergence may be of equal absolute length,
d, similar convergence implies parallel planes.

may be parallel




36, At last we come to fhe recognizer, For the purposes of
this paper the recognizer will only be called upon to locate a
specified object in a scene, but we will also in clude a scenario
for how the object descriptions could be used in a general vise
ual system,
First of al; we provide the system with a set of primitive
descriptions, including: -
a, Triangle (several types)
~ by Rectangle
¢y Square
d, Parallelogram
e, qQuadiilatepal
£, Circle
8s Ellipse
h, n-agons 5<£nt N (some small N)
.1y Sphere, - - e@ach of
which will be referred to by name, but whose essente is a primitive
line description., We also provide some useful skeleta:
a, various letters of the alphabet like
o,T,L,U,X,Y,S,W,C
b, l ,line,wavy lines of various kinds
Now we start inputting descriptionsiinto the system via line
description, attachments, suspensions, rotations, holes, and skeleta;
at each point the system calculates some of the views possible and
indexes the whole collection roughly as follows:
a, In a line description we index under the prime
itives mentioned plus all faces., If no primitives
are mentioned, we can match for them.

b, In a simple suspension
if the skeleton is not a loop it is in-
dexed under the end or base descriptions
and the skeleton. |



Co

£,

if the skeleton is a loop it is indexed
only under the skeleton,
In a regular suspension (with more that one
skeleton) it is indexed under the indices it
would have if it were a string a simple sus-
pensions,

In a rotation ve. 1ndix under "circle® plus the
base description.

.In a skeleton we index underitho skéléton,

In an attachment we index:

let Il be the index of Dl

let 1, be the index of D,
if we have A@Tﬁﬂﬂ?bl?gi...) vhere faces f;,400.f,
are identified, then we index under 11 U 12
(floooo.f 00
i _
In a mofified suspension we 1ndex under the
appropriate feature:

LONG(D) indexes under the skeleton

SHORT(D) indexes under the base descriptions,

These indices allow us to access descriptions having a particular
outstanding feature, Later we may want to augment this memory by
having semantic pointers from some to others structurally related,
(Note: this indexing scheme may need to be modified and is only
intended as a hint at the proper arrangcmont.)



37, Here we deal with tlie recognizer with reppgcticsto these
indexed descriptions (we have left out a section that dealt with
certain unindexed descriptions-basically complex line descriptions-
which used special outline heuristics that took advantage of the
ability of the vidissector to track boundary lines where there is
a sharp contrast, wapver. these toehniques seemed inappropriate
to the purpose of outlining a general theory of visual recognition;
it may well be that it will become advantageous to pursue them
further whenmghg,timalcomes for a system to be implemented, Ese
sentially the proceedure was to find an outline and see if some
subset of it could form'the outline of the object in question,
- However, the proceedure was somewhat obscure and appeared to be
extremely unnatural-). In patticular ve will consider onty short
suspensions and line descriptions. We will also only mention a
few of the features of the recognizer,

The bdbasic strategy is very simplen we search the scene for
one of the basic descriptions occurring in the description we
wish to instantiate; these basic descriptions are, of course, the
ones under which the description is indexed., Thus suppose we want
to find: SHORT((lambda(x))(Susp(skel),x;yx))(square)), We search
the scene for squares; if we find one we then verify the rest of
the description: namely, the straight line projection lines, the
rear profile of the second square, and the lengths of lines,
parallels, etc, (Of course, in checking the projection lines we
need only check that the rear profile is correct, that the lines
join properly, that the correct lines are obscured, and that the
proper faces appear.) Line descriptions require us to conjecture
the correct view and crawl agound on the lines. Notice that the
description we hope to verify helps guide the tracking routine by
suggesting directions and line types (boundary, edge, roof etc.).
whether it is line description or a suspension. :

Usually we have a subroutine whose purpose is to search the
scene for these basic descriptions. This routine uses the basic
description as a guide to the tracking routine in much the same way.



Suppose we are searching for a particular basic description
and have found a line we hope will form one of the lines in the
description, When we reach a junction where several lines die
verge, we refer to our description and continue tracking along
the line that seems most likely to be a continuation of the des-

crlbtion.
| For example, assume we want to find a Square and have ttack-
ed until we find:

our first choice is b since it subtends 90° with respect to the
tracking line., If this fails we can try using our knowledge of
perspective to complete the Squ;re. Also, we keep a record of all
the lines found and, when in a bind, we can try extending cole
linear lines with the appropriate obscuration conditions hypothee
sized,

We remark tpat. in general, 1t is the duty of the recoge
nizer to account for every discrapancy batween the description
and the input with a positive reason (lighting, obscuring bodies).
although when we are in a hurry we will only“check for the basic
descriptions and an indication that the right kinds of connections
exist. Also, the features located (i.e, which basic descriptions
and what sort of connections exist),tend to alert us to the proper
wiew to verify, For instance, suppose we are looking for an ine
stance of (lambda(x,y))(Susp(skel(line),x,y))(square,triangle),
We begin by.looking for either a sqdarenor a triangle;: if we see:

then we know that the correct view to verify will be:



Other recognizer heuristics involve approximation and frill

elimination. These heuristics operate in terms of short lengths
and virtual collinearity: :

A4

Similarly, if a line is almost straight (only slightly waé%). and
line we are attempting to verify is not supposed to be absolutely
straight, we can assume that it is straight and blame the dise
crepancy on poor input.

It may be (and we believe that it is desireable) that we
always want to run the preliminary recognizer until it finds a
complete instance of one of the basic shapes. For example, if we
are attempting to locate a square and we come across a. curved line,
we should continue to verify that it is a circle (or whatever),
The purpose is to allow us to make some kind of judgement cone
cerning the identity of some of the objects in the scene. Thus
suppose we find: |

A= 6/ b " . od/j



If a4 and a' are collinear, and b and b! are also, we might want '
to conclude that the two parts form a cylinder (and without this
collinearity we might wish to conjecture two cylinders;.though
a more reasonable report would be that there are two Circles),

The advantages of this are obvious: as we g0 along we are
. gathering potentially useful information about the scene we are
viewing., Since we are, a priori, admitting that these identifications
are error prone we can afford some liberty at the price of later
conservatism. When pressed for time this sort of recognition
heuristic can be used to locate the desired object,

Finally, we might find ourselves in the situation where the
nature of the scene fails to account for discrepancies between
the description and the input, In this case we might want to
re-investigate our model to determine if there is a so far une
discovered view like the one we are now studying.

38. To recognize skeleta, Lobp:isuspensionaczand:lLongisuspegsions
we first need to compute the skeleton of the object.

Initially we locate objects by using collinearity extension
heuristics and various stf&ight line approximations; perhaps we
can use a large'ﬁercentgge of the mechanisms mentioned in the
previous section. Once we have the skeleton we either:

'~ ay match the skeleta
B; check thie skeleton for a 100p and then pass
~ control to the suspension recognizer (for loop
| suspensions)
" e, match the skeleta and pass control to the sus-
" pension recognizer (for Long suspensions).
The extent to which searching for basic descriptions and searching
for skeleta are related has not been adequately 1nﬂestigated.

38,.1. Rotatioms are found by coarching for the base deseription
or a circle. .



39, We have given in aﬁorphoua form the rudiments of a theory
of vision (in the form of a theory of object location) which, we
feel goes a long way towards the understanding of the visual

process,

We now give a brief outline of that theory:

l)o

b),

c)e

d),

Vision, as it is usually considered, is recog-
nizing objects, That is, unless we have something
with which to associate a visual image, it is
useless and gives rise to confusion,

The most efficient, and most often used, means
of recognition is verification, That is, we
havena description of the object in mind, en
understanding of the threeedimensional ime
plications of the description, and a method for
verifying that what we have in mind is ine

deed in front of us.

Our basic level of visual understanding is
primitive shapes from which we build dese
criptions by means of various constructions
like suspensions, rotations, and attachments,
These constructions have a basic structure
which allows us to understand the object vise
ually by filling in details on a modular form,.
(These structures are like natural transformations
in Category Theory wherein the nature of a fame
ily of maps can be assessed without reference
to the sets on which they are defined,)

A powerful tool in our visual system is the
skéleton which allows us to specify objects
by only mentioning their most basic ihape or
structure,



e), Our basic level of visual recognition is this

~ set of primitive shapes: we see these prime
itives as a structural whole without any ape
parent effort. These primitive shapes are a
major basis for guessing what objects are and
for verifying them, Thus we gee a triangle and
not three sides.,

f), When we search a scene to find a particujar
object we attempt to see an instance of one
of its basic constituents; when we find one (or
several) we verify the rest,

2), As we scan the scene we'recognizo other piime
itive shapes, and, on the basis of this and other
noted features near these shapes, we infer a
possible identity for this object, but usually
do not pursue them much further,

Bl - h), The notion of expecting what we will see and
then verifying it with a few checks is central
to the speed with which people must be able to
see in order to survive., When we see what we
do not expect, we are confused and it takes us
a while to see much of anything,

i), The semantic visual memory in terms of indexing
and its logical extensions is a step towards
allowing us to shift our expectations of a vise-
‘ual scene efficiently,



Postscript

In sections 26-34 we have presented to the reader a
method of description and a recipe for its use; the method and
the recipe are examples of a more abd&act phenomenon that de-
serves explicit mention, Unfortunately this phenomenon is best
phrased in the language of category theory, but will be presented
here in a very informal manner,

There are several ingredients that need to be introduced
before the main defining properties are presented,

1, A set of descriptions called DESCR., Since we want to

deal with structured désariptions we require elements of

DESCR to be of the form:

Sti(Dl""’Dn)

Sti is the structure of the description and Dl"”'Dn are
the base or primitive descthptives.
Examples: Simple suspensions are structured descriptions
with the skeleton as the structure., General suspensions
and rotations,
2, Between two instantiations of the same structure is a
map

g1 DESCR====3)DESCR

such that g(St (DjsseesD,)) ® St (8)Dysecesg,D,)s which
simply tells how to change primitive descriptions to get
from one instantiation to another.
3, A set, MOQ of models of objects in E° = that is, an
element of MOD is a collection of vo:tices. lines and
regions in 3«dimensional Euclidean space.
4, A map:

Mod, DESCR====»MOD



which, when given an element of DESCR, yields one of its
models in MOD, There are typically many satisfactory cande
idates for Hodl - i.,e., since many models are rdations, di-
lations, or translations of a single model, there are several
set-theoretic maps that do assign to a given element of
DESCR one of its models @n MOD in a satisfactory manner;
however, all maps mentioned in these sections will be sube
Ject to properties A and B below,

S, A set MODV of models in E> of views of objects in MOD,
That 1s.vg1ements in MODV are collections of vertices, lines,
and regions in 2=dimensional Euclidean space that represent
the projeétgons of elements of MOD onto the picture plane

as viewed from various viewing positions.

&, A map:
f;: MOD--—)MODV

which, when given an element of MOD, yields its view (or
appearance) from viewing position a,
7, A set PVIEW characterigzed as "“prescriptions of views"
of elements of DESCR,
Each element of PVIEW is a description of what a given
object looks like from a particular viewing position in
terms of spatial relationships and visibilities of per-
spective variations of the primitive descriptions (we
assume yhat the views of the primitive descriptions are
known) Thus the elements of PVIEW are gymbolic desériptions
of the views of an object, and since they are symbolic, there
are only a finite number of distinct viewing positions, For
instance, an elements of PVIEW might be like: "a front view
of D), side views of D, and Dy (spatial relationships),"
Hence, we write the typical elements of PVIEW as:
w:(nl"'°'nn) aeV ,

(V is the set of distinct viewing positions) which indicates



that these descriptions-are instantiations of patterns of
the form:

W:'(xlouuxn)

8, A map:

f‘sDESCR--)PVIEW
which, given an element of DESCR, yields the appropriate
element of PVIEW,
In general we want f‘ to be a proceedural map rather than
a set-theoretic one, Thus we specify that fa is composed
of individual maps, each of which may depend on the parte
icular description in DESCR to which it is applied, Thus
we have:

fsti(Dlgooolnn)
& ma j
Sti(Dl’....Dn) | ? Pva(Dl""'Dn)

ands £ (St (DyseeesDy)) = ff‘i“”l""'Dn)(Sti(Dl.....nn))

Hence, though there is but one set-theoretic map, there may
be as many proceedural maps composing that map as there are
elements in DESCR; property B will make a statement about
this and the structure of PVIEW, -
9, A map, entirely analagous to Modl. called,Modz

Modzs PVIEW\--J> MODV

10, Finally a map:
g%t PVIEW ==m3) PVIEW

*
such that g (PV:(sii....Dn)) = Pv:(SIDl’o-ooQSnDn)

where the g4 are as in 2,



Exoperty A.

All maps above are such that for aeV

fa
DESCR ==w <> PVIEW
;
Mod, | Mod,
e\
MOD ~> MODV

commutes. (i.e. ﬁodzfa = f;Modl)

Eroperty Be

For all Sti(Dl'....Dn)
fSti(Dl..u.Dn) ‘
Sti(Dl"'.’Dn) - Pvi(nlscooonn)

%*
8 : g

fit,_(s}l)p coe ’SnDn)

Sti(SIDIOOOOODnDn) g —-? Pvz(lel.o..gnDn)

commutes,



First consider Property A. As mentioned above there are
many elements of MOD which could be the image of an element of
DESCR under a proposed map Modls Property A insures that we have
defined Hodl and Modz. which shares the same dilemma, in a con-
sistent manner. In light of this argument, however, we see that
the left inverse of M062 exists, l.e,

3 Modys MODV ——=p PVIEW such that

Mod3Mod2 = IPVIEW although
perhaps Mod,Mody # ILyony o
Since Mod,f, = £)Mod, we have ModjMod,f, = Mod,f IMod,
which implies that ¢ a ™ Mod3f;l{odlu

This states that the system

DESCR »23-) PVIEW

is as powerful as generating a model, manipulating views with
f;. and abstracting a description with Mod3.
So we can partition the diagram as follows:

£
DESCR eweee=) PVIEW
Mod, I Mod3T Mod, SYMBOLIC

e

a
MOD eweeeSeesy MODV MODEL-THEORET1C

and see that one need not leave the symbolic world if property A
holds '



Defining Maps- the Same Way

Sometimes we want to say that, mathematically, two maps
are examples of the same proceedure, although they are dgstinct
entities in a strict sense; when such a situation arises we say
that the two maps are "defined the same way".

Suppose we hhve the following diagram:

Suppose that A,B,C, and D have some kind of structure which,
l, we are interested in, and, 2, is similar ism some éient and
relevant vay, Formally ve satisfy these requipements by demanding
that A,B,C, and D be objects of the same Category. o

Also assume that g and g, are maps that, 1, preserve the
structure, and, 2, are similar in some clear and relevant way.
Formally this is done by dcunndtng that 3 and g, are images
afidshe same map (in another category) under two functors (thus
A(B) and C(D) are images of the same object under these two
functors).

Then, if, for all such 8 and g9

P W

c.
8 l 82

n--l-.-)

commutes (32£1 = tzg!). vhesay zhat f, and f, are defined the
same way; that is, the definitions ef ‘l and f, depend only on
the structure shared by A and B, This is intuitively clear since,
over all possible 8, and 8o it does not matter whether we alter



the details of the structure and apply,fz or apply f1 and then
alter the details. (Those familiar with Category Theory will
recognize the natural transformation in some disguise.)

It is now clear that property B indicates that ISti(Dl"°"D )
and fSti(slnl“"'snnh) are "defined the same way" with respect
to the structure Sti. Sti(Dl.....D ). sti(81D1'O0°08 D )s
PVJ(DIQOQQ.D ). and W*(Slnlgooogsnpn have the same fﬁml
structures also g and g” obviously preserve these structures
(since each is an isomorphism) in entirely analagous ways. Thus
all the conditions mentioned in the previous section have been
satisfied, which means there is a single proceedure for each
structure rather than a multiplicity of them; we write:

f.(Stt(DloooooDn)) = ffti ('ti(nlo.ooonn))o

Furthermore the image of fa is ismorphic to DESCR, and there is
one such isomorphic copy for each ac<V,

Hence any descriptive system that obeys properties A and B
is such that the maps (or proceedures) yielding the prescriptions
of views depends only on the underlying structures of the dess
criptions.

For example, in the case of suspensions the structure is
essentially the skeleton, and the proceedure for determining the
basic views depends only on the skeleton, (Naturally many views
dependson the concavities of the basic dgscriptioens.)

In the case of rotations, the structure has no intuitivdly
interesting representation, although the mip, tr°t. is perhaps
more transparent than those for skeleta.

Attachments accordding to a skeletal plan can possibly be
a useful example of this systen, .

In conclusion, the power of the system is derived from
property A, while the potential usefulness is evident in



property B, Moreover, if the simplicity obtained from the fact
that there is only one proceedure for determining the basic
views for each structure can be augmented by the internal sime
plicity of these proceedures, this system will indeed be of
significant value in machine vision.
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